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Robots need to perceive the environment
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High Variability in Inputs



Requirements for the Seminar

▪ Be registered for the seminar

▪ Send us your list of paper preferences by 

Date: Friday, October 31st 2022

▪ Seminar will be a “Blockseminar” on one or two 
days in the end of the semester

▪ “How to give a talk”-talk on one date TBD (early-
mid december)
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Requirements for the Seminar

▪ Rather advanced topics of state-of-the-art research 
in Robotics and Deep Learning

▪ You should be proficient in

▪ Mobile Robotics

▪ Deep Learning
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Requirements for the Seminar

▪ Write a 2-page* summary of your assigned paper, 
discuss it with your supervisor by

Date: Wednesday, December 14th 2022

▪ Give a 20 minute talk with a 10 minute discussion

Date: TBD (assumed in-person)

▪ Finalize your summary (3-page*) by adding ideas 
on how another approach could be integrated or 
what similarities to other presented approaches are

Date: two weeks after the presentation
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* excluding references



List of Papers
ID Supervisor Titel

1 Johannes
SegContrast: 3D Point Cloud Feature Representation Learning Through 
Self-Supervised Segment Discrimination

2 Johannes
Unsupervised Class-Agnostic Instance Segmentation of 3D LiDAR Data for 
Autonomous Vehicles

3 Johannes Real-Time Multi-Modal Semantic Fusion on Unmanned Aerial Vehicles

4 Adriana
CMX: Cross-Modal Fusion for RGB-X Semantic Segmentation with 
Transformers

5 Adriana Semantic Segmentation for Thermal Images: A Comparative Survey

6 Jannik Lane-Level Street Map Extraction from Aerial Imagery

7 Jannik Objects that Sound

8 Shengchao Learning robust perceptive locomotion for quadrupedal robots in the wild

9 Shengchao Learning High-Speed Flight in the Wild

10 Kürsat BEVFusion: A Simple and Robust LiDAR-Camera Fusion Framework

11 Kürsat
Unsupervised Semantic Segmentation by Contrasting Object Mask 
Proposals

12 Chenguang Grounded Language-Image Pre-Training

13 Chenguang Scaling Open-Vocabulary Image Segmentation with Image-Level Labels
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1: SegContrast: 3D Point Cloud Feature 
Representation Learning Through Self-
Supervised Segment Discrimination
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A Survey on Contrastive Self-Supervised Learning

Supervisor: Johannes



2: Unsupervised Class-Agnostic Instance 
Segmentation of 3D LiDAR Data for 
Autonomous Vehicles
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Supervisor: Johannes



3: Real-Time Multi-Modal Semantic 
Fusion on Unmanned Aerial Vehicles
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Supervisor: Johannes



4: CMX: Cross-Modal Fusion for RGB-X 
Semantic Segmentation with 
Transformers
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Supervisor: Adriana



5: Semantic Segmentation for Thermal 
Images: A Comparative Survey
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Supervisor: Adriana



6: Lane-Level Street Map Extraction from 
Aerial Imagery
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Supervisor: Jannik



7: Objects that Sound
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Supervisor: Jannik



8: Learning robust perceptive locomotion 
for quadrupedal robots in the wild
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Supervisor: Shengshao



9: Learning High-Speed Flight in the Wild
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Supervisor: Shengshao



10: BEVFusion: A Simple and Robust 
LiDAR-Camera Fusion Framework
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Supervisor: Kürsat



11: Unsupervised Semantic 
Segmentation by Contrasting Object 
Mask Proposals
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Supervisor: Kürsat



12: Grounded Language-Image Pre-
Training
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Supervisor: Chenguang



13: Scaling Open-Vocabulary Image 
Segmentation with Image-Level Labels 
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Supervisor: Chenguang



Next steps
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We will publish the list of papers on our webpage
http://ais.informatik.uni-
freiburg.de/teaching/ws22/robot_perception_navigation/

http://ais.informatik.uni-freiburg.de/teaching/ws22/robot_perception_navigation/
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Next step: After seat allocation

Send mail with your paper preference to 

robot-perception-navigation@cs.uni-freiburg.de

e.g.

[“Name”, 3, 1, 4, 5, 6, 8, 2, 7, 9, 9, 9, 9, 9, 9]
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mailto:robot-perception-navigation@cs.uni-freiburg.de


Thank you for your attention!


