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Planning Foot Placements for a Humanoid
Robot: A Problem of Inverse Kinematics*

Oussama Kanoun1, Jean-Paul Laumond1 and Eiichi Yoshida2

Abstract

We present a novel approach to plan foot placements for a humanoid robot according to kinematic tasks. In this approach,

the foot placements are determined by the continuous deformation of a robot motion including a locomotion phase

according to the desired tasks. We propose to represent the motion by a virtual kinematic tree composed of a

kinematic model of the robot and articulated foot placements. This representation allows us to formulate the motion

deformation problem as a classical inverse kinematics problem on a kinematic tree. We first provide details of the

basic scheme where the number of footsteps is given in advance and illustrate it with scenarios on the robot HRP-2. Then

we propose a general criterion and an algorithm to adapt the number of footsteps progressively to the kinematic goal. The

limits and possible extensions of this approach are discussed last.

Keywords
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1. Introduction

Humanoid robots that feature bipedal locomotion have been

under considerable attention as of late. Remarkable control-

lers (Kajita et al. 2003) have been successfully implemented

to make smooth and sophisticated dynamical walking

motion possible on such systems (Sakagami et al. 2002;

Kaneko et al. 2004; Akachi et al. 2006). In addition to bipe-

dal locomotion, these systems feature a large freedom of

motion due to their high number of articulations. While

robotic arms were composed of six articulated bodies, some

of the humanoid robots now feature more than 40 degrees of

freedom. To control the motion of such structures, special

numerical frameworks have been proposed (Liégeois 1977;

Nakamura 1991; Siciliano and Slotine 1991; Baerlocher and

Boulic 2004; Khatib et al. 2004; Mansard and Chaumette

2007; Kanoun et al. 2009) allowing real-time control based

on desired dynamic or kinematic goals.

The problem we are focusing on in this paper is an algo-

rithmic problem that interrogates both the bipedal locomo-

tion and whole-body motion capabilities of the robot:

where should the robot place itself in order to accomplish

an arbitrary kinematic goal?

All rigorous answers we found in available works are

based on probabilistic search algorithms. In this approach,

the parameters of the problem are found by random explo-

ration of the entire control space. A first application for

humanoid robots was shown by Kuffner et al. (2002) to

build dynamically stable joint motion with a single foot dis-

placement. Escande et al. (2009) used the same class of

algorithms to plan successive contact ports between the

robot and its environment leading to accomplish a task.

With the increase of average processing power, applying

search algorithms on high-dimensional systems such as

humanoid robot has become affordable. Nonetheless, we

believe that these powerful methods should be saved for

complex situations where a local strategy does not suffice.

Some works attempted a different use of probabilistic

algorithms (Yoshida et al. 2007; Diankov et al. 2008).

The humanoid robot is viewed as a wheeled robot that

must reach a goal position and orientation related to the

kinematic tasks. The search algorithm finds a collision-

free path along which an independent method plans stable

stepping motions. The advantage of this approach is the

reduction of the number of dimensions of the problem

down to three (two translations and one rotation for each

node of parameters in the searched space). It needs, how-

ever, a reliable inference of the goal position and orienta-

tion from the task and robot’s geometry. In a trial to

compensate for this drawback, a two-time strategy has

been proposed by Yoshida et al. (2007): first infer a gross

goal position and orientation for the given task, then plan

a path to it and finally determine whether there is a need

to fine-tune the position and orientation by a single step

based on a task-specific strategy. The advantage of this

method is to tackle the problem in progressive difficulty.

Nonetheless, the chain of sub-problems suffers from the
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performance of the weakest link which is the final heur-

istical strategy.

In the approach we propose here, we seek to determine

the foot placements by the continuous deformation of the

motion of the robot, including a locomotion phase, accord-

ing to the desired tasks. We propose to represent the entire

motion by a virtual kinematic tree composed of a kinematic

model of the robot and articulated foot placements. This

representation allows us to formulate the motion deforma-

tion problem as a classical inverse kinematics problem on a

kinematic tree.

The contributions of this work are first in an original

modeling of the footsteps planning problem as an inverse

kinematics problem and second in a general criterion and

algorithm to adapt the number of footsteps according to the

tasks.

We begin by briefly recalling a framework for the kine-

matic control of highly articulated structures (Section 2).

Then we show how inverse kinematic problems for foot-

steps planning are constructed (Section 3) and applied on

the humanoid model HRP-2 (Section 4). We follow this

with an algorithm that adapts the number of footsteps auto-

matically according to a generic criterion (Section 5) and

we conclude with a discussion on the practical usage, limits

and extensions of the proposed approach (Sections 6–7).

2. Numerical Inverse Kinematics Framework

In this section, we recall a general framework for the con-

trol of a highly articulated systems with kinematic tasks and

constraints.

2.1. Task and Constraint Definition

Let q be the joint configuration defining the posture of the

robot, F a differentiable vector function of q. The equation

FðqÞ ¼ 0 ð1Þ

defines an equality task on the robot. For a highly articulated

system, Equation (1) often appears under-determined and is

solved numerically following the ordinary differential

equation

qFðqÞ
qq

_q ¼ �lFðqÞ ð2Þ

where l is a real positive constant. Inequality tasks are

defined and solved in a similar fashion. Consider the

inequality system

GðqÞ � 0; ð3Þ

where G is a differentiable vector function of q. This task

can be solved by following the ordinary differential

inequality

qGðqÞ
qq

_q � �lGðqÞ: ð4Þ

Calling the equation (1) and inequality (3) a constraint or a

task depends on whether they are permanently required or

desired.

2.2. Task Resolution

The linear systems (2) and (4) are solved in the joint

velocities _q. If the partial derivatives keep a full rank, the

successive integrations q ¼ qþ a _q lead to a configuration

q� satisfying the task, otherwise the process is trapped in a

local minimum. In either case, the convergence can be

detected for an equality task (1) by evaluating the convex

function

q 7! jjFðqÞjj2 ð5Þ

and for an inequality task (3) by evaluating the convex

function

q 7!
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiX

j

maxð0; gjðqÞÞ2
s

; ð6Þ

where g j is the jth line in the inequality GðqÞ � 0.

Owing to the numerous degrees of freedom in a huma-

noid robot, simultaneous tasks may usually be controlled

at the same time. To anticipate a conflict between the tasks

it is possible to assign control priorities such that a critical

task could prevail over a task of less importance. For

instance, in the case of a humanoid robot standing in

quasi-static motion, the position of the center of mass must

project within the support polygon at all times. An algo-

rithm that solves a hierarchy of equations (2) and inequal-

ities (4) was presented by Kanoun et al. (2009). For a set of

prioritized tasks fT g, a call to this algorithm will be

denoted by

_q ¼ solveðfT g; qÞ: ð7Þ

3. Construction of Inverse Kinematics

Problems for Footsteps Planning

The principle of this approach is the continuous optimiza-

tion of foot placements with respect to the desired kine-

matic goals and this is achieved by solving inverse

kinematics problem over a virtual articulated structure

Fig. 1. Two successive footprints are viewed as two virtual rigid

bodies joined by two prismatic joints and one revolute joint

around the vertical~z.
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linking the kinematic frame of the robot to its successive

foot placements.

3.1. Virtual Articulated Structure

Consider a robot that made p � 1 steps to complete a kine-

matic task. Consider two successive footprints as virtual

rigid bodies connected by two prismatic joints and one

revolute joint around the vertical ~Z (Figure 1). Define the

configuration of the ith relative footprint position by

Qi ¼ ðDxi;Dyi;DyiÞ: ð8Þ

Define a virtual structure connecting a humanoid robot’s

articulated model to a sequence of footprints (see Figure 2).

The configuration of such a system can be written as

~q ¼ ðQ1; . . . ;Qp�1; qÞ: ð9Þ

Note that the last step Qp does not appear in ~q. In fact, the

last step implicitly results from the joint configuration q of

the humanoid robot. What we have constructed is a tree of

articulated rigid bodies that captures both the state of the

robot and that of the path it has followed to achieve a task.

Suppose that the task which motivated the stepping of

the robot is a kinematic equality task FðqÞ ¼ 0. If we con-

sider the successive feet placements as extra unknowns of

the problem, the equation to solve becomes

Fð~qÞ ¼ 0; ð10Þ

then Equation (10) defines an inverse kinematics problem that

can be solved numerically. The same can be formulated for

inequality tasks which we would write as Gð~qÞ � 0. The solu-

tion of these inverse kinematic problems is a configuration

~q� representing how the robot can walk in order to reach its

kinematic goals. In the following, we provide details of the

kinematic constraints that must be taken into account.

3.2. Constraints on the Humanoid Model

For the humanoid model at the end of the virtual structure,

kinematic constraints are needed to:

� enforce the joint limits;

� enforce the static equilibrium;

� avoid self-collision;

� keep the feet flat on the ground level.

The last constraint is trivial and consists of setting the ver-

tical position of the front foot (defined in Figure 2) to that

of the ground and authorizing its rotation around the

vertical ~Z.

Joint limits are simply written as q � qmax and q � qmin.

From these expressions, linear differential inequalities such

as (4) are derived and treated as constraints in the inverse

kinematics solver (7).

The static equilibrium for a humanoid robot standing on

a horizontal ground is verified when the projection of the

center of mass of the robot is inside its support polygon.

Call C the projection of the center of mass on the ground.

The constraint that keeps C inside the support polygon is

composed of a variable number of the linear differential

inequalities. One linear inequality constraint is added when

an edge of the support polygon is directly facing C (see

Figure 3). The maximal velocity of C towards the polygon

edges is controlled by the inequality

�hd PC
�!
dt
j~n i � lðhPC

�!j~n i � dÞ ð11Þ

where~n is the normal vector to the considered edge and d is

the minimal authorized distance.

Avoiding self-collision between two objects is equiva-

lent to preventing the shortest distance between them from

becoming null. Between a point A and a point B, collision is

avoided if we observe the constraint

hAB
�!j~n i � d � 0; ð12Þ

where d is the minimal distance to be kept between points

A and B, and

~n ¼ AB
�!
jjAB
�!jj :

The differential system following from constraint (12) is

thus

�hd AB
�!
dt
j~n i � lðhAB

�!j~n i � dÞ: ð13Þ

A similar constraint was used by Faverjon and Tournassoud

(1987) on the pairs of points realizing the shortest distance

between a mobile robot and obstacles with strictly convex

shapes. A recent work by Kanehiro et al. (2008) focused on

the general case where the objects are non-convex polyhe-

dra. However, the generic method becomes costly when the

geometrical model of the robot is made of a large number

of polyhedra. Therefore, it was applied here to a simplified

model (Figure 4) where the bodies are defined by three-

dimensional line segments each with a forbidden radial

zone around to cover the original geometry. The shortest

distance between line segments is less expensive to com-

pute than that between polyhedra. In addition, a maximum

of three constraints such as (13) are needed between each

pair of segments in order to prevent the collision of the

cylindrical zones.

Fig. 2. The virtual structure connecting a humanoid robot’s

articulated model to a sequence of footprints. The last foot to step

is labeled front foot, the last but one step is made by the root foot

and the initial support foot coincides with the root footprint.
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3.3. Constraints on the Foot Placements

The footprints that compose the beginning of the virtual

structure are considered two by two, in successive support

polygons.

In every support polygon, the relative position and the

relative orientation of the feet are constrained in order to

define an admissible stepping region. These constraints

ensure that the involved footsteps are feasible in quasi-

static motion. The shapes of the admissible stepping

regions depend on the robots’ capabilities. The simplest

admissible region can be described by the constraints

D xmin � D x � D xmax;

D ymin � Dy � D ymax;

Dymin � Dy � Dymax:

The opposite footprint in the support polygon is subject to

the same (mirrored) bounds.

The above constraints are not adapted to prevent an

overlapping between the foot placements in a support poly-

gon. To address this problem, each footprint is further for-

bidden from entering a half-plane containing the other foot

(Figure 5). This constraint is equivalent to keeping both

inner corners of a foot outside of the other foot’s half-

plane. The corresponding ordinary differential inequalities

are derived following example (12)–(13).

4. Illustration

We have applied our footstep planner to a variety of scenar-

ios. The relative position and orientation of the feet were

bounded as follows (left foot with respect to right foot, the

opposite case is taken symmetrically):

�0:22 m < D x < 0:22 m;

0:07 m < Dy < 0:25 m;

�0:1 rad < Dy <
p
4

rad:

Fig. 5. Each footprint lies in an associated half-plane where the

other foot cannot enter. This constraint is achieved by bounding

the velocity of the interior corners of each foot towards the

border of the forbidden half-plane.

Fig. 3. The projection C of the center of mass on the ground is controlled to remain strictly within the support polygon. This is achieved

by linearly decreasing the velocity of C towards the edges of the support polygon.

Fig. 4. The rigid bodies in the robot are considered as line

segments each with a forbidden radial zone covering the actual

geometry. The advantage of such a model is the reduction of the

dimension of collision avoidance constraints.
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These bounds are small enough to guarantee quasi-statical

stepping for the robot HRP-2. We did not judge it useful for

a first implementation to accurately estimate the maximal

stepping region of our robot and we set these rather conser-

vative constraints instead.

4.1. Reaching an Object

In this scenario, the robot stands 2 m away from the target

ball. A simple obstacle is modeled with a disk region and

the feet are constrained to avoid the corresponding area

placed on the ground. To do this, the relative velocities

between the center of the disk and its projection on each

footprint were bounded following example (12)–(13).

Figure 6 (see also Extension 1) shows the state of the

kinematic structure at various intermediary steps from the

iterated inverse kinematics problem. Initially, the virtual

chain is folded down and all support polygons coincide

with the start polygon. The chain unfolds continuously until

the robot has satisfied its reaching task. For this test sce-

nario, nine steps were needed to accomplish the task. This

resulted in (28 degrees of freedom of HRP-2) þ (3� 9

degrees of freedom from the virtual chain of support poly-

gons) ¼ a total of 55 dimensions for the state parameters.

The computation time was 3.2 seconds on a 2.13 GHz

Intel1 Core�2 CPU.

Fig. 6. States of the full kinematic structure at different iterations of the inverse kinematics problem (see also Extension 1). The task

was to grasp the ball without stepping on the oval region defining an obstacle. The last view shows the solution footprints retained for

the actual robot locomotion.

Kanoun et al. 5

 at Universitaetsbibliothek on April 12, 2011ijr.sagepub.comDownloaded from 

http://ijr.sagepub.com/


4.2. Picking Up From the Floor

This scenario shows best why a separation of the locomo-

tion and the manipulation functions is limiting. The

objective here is to pick up a small object lying on the

ground between the feet of the robot. A classical ad hoc

method would detect that the object is within reach and that

no locomotion is required, yet the robot would fail in grasp-

ing the target. By authorizing a few steps and using the new

approach, the required stepping is found in a seamless way.

To avoid stepping on the object before reaching for it, the

footprints are constrained to avoid a virtual obstacle cover-

ing the object. Note the generality of the approach since the

only difference of input between this scenario and the pre-

vious one is in the coordinates of the target and obstacle.

Figure 7 (Extension 2) shows a progression to the solution

for this scenario which took 0.9 s to solve. The actual

motion where the robot steps over the planned footprints

was calculated using numerical inverse kinematics with a

dynamic stepping pattern generator described by Kajita

et al. (2003). The coupling between those two frameworks

was previously described by Yoshida et al. (2006). This

motion was validated on the humanoid robot HRP-2 as

shown in Figure 8 Extension 2).

4.3. Recovering a Comfortable Posture

In this third scenario, the robot has already performed a

motion to look at the ball without making steps. The

achieved posture is awkward and continuing to stare at the

target in that shape is not very well looking. The robot may

recover a comfortable posture by making a few steps.

A similar scenario was presented by Sreenivasa et al.

(2009) with a heuristical method to derive the position of

the required footsteps. We tackled the same problem in a

generic way using our planner: we defined a comfortable

posture qrest for the robot and specified a desired posture

task as

q� qrest ¼ 0; ð14Þ

Fig. 7. Planning footsteps to pick up an object on the floor. A virtual disk obstacle is added around the object to avoid stepping on it

(see also Extension 2).

Fig. 8. HRP-2 picking up an object lying between its feet. First a dynamic walk is planned over the support polygons produced by the

local foot placement planner, then the whole body is driven by a reaching task while observing self-collision avoidance constraints

(see also Extension 2).
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with q being the configuration of the humanoid robot.

This task was applied under the constraint that the

robot continued to look at the ball. This was expressed

as

OG
�!� OB

�! ¼~0;
where O is a point on the optical axis, OG

�!
is a vector lying

on the optical axis and B the position vector of the ball.

Four steps were allowed to achieve a posture close enough

to the initial configuration (see Figure 9). The problem was

solved in 0.3 s.

5. Adapting the Virtual Model to the Tasks

5.1. Adapting the Number of Footsteps

We described how to plan a sequence of footsteps based on

an inverse kinematics approach where the number of foot-

steps was pre-determined. Now, we see how to adapt this

number dynamically according to the desired kinematic

goals. The proposed method is simple: at a given iteration

of the inverse kinematics problem, an extra step is

appended to the structure if the values of the tasks did not

decrease enough during the last iteration. In other words, a

step is added when the problem of inverse kinematics is

Fig. 9. Planning footsteps to recover a comfortable posture in the middle of another task (here to look at the ball).

Fig. 10. Evolution of task values for a simple scenario (a) using Algorithm 5. Each vertical line connects the time of a step addition to

the curve of the task motivating the step. Owing to the priority order, the steps are first added to reach, then to look at the object and

finally to recover a rest posture. The choice of low threshold values delays the addition of steps (b) which affects the values of lower

priority tasks (e.g.bouncing for task 2 in (d)). Higher values make the algorithm react faster which tends to eliminate the bouncing

effect and shorten the total computation time (e).

Kanoun et al. 7
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about to become singular at one of its priority stages.

To detect this event, the task value function (5) or (6) given

in Section 2.2 is watched for each task. For a given iteration

p of the inverse kinematics problem, let V
ðpÞ
i denote the

value of task Ti. If the condition

V
ðp�1Þ
i � V

ðpÞ
i > ET ; for Ei > 0 ð15Þ

is not met, an extra step is added to the chain before itera-

tion pþ 1. The constant Ei represents the minimum value

decrease that is expected per iteration for task Ti. In

Algorithm 5 a footstep is added to the chain if all tasks Ti

fail in achieving their respective minimum value decrease

Ei. Figure 11 illustrates the process of adding a footstep

in the virtual structure.

Accordingtothedifferentialsystems(2)and(4), the thresh-

oldEi for a task Ti is to be chosen less than lV
ðpÞ
i . Choosing

too low a value will delay the addition of steps until the

humanoid model is absolutely unable to move according

to the tasks Ti (see Figure 10(b)). On the opposite, high

thresholds will make the algorithm too sensitive to perfor-

mance inconsistencies between successive iterations and

will trigger more step additions than needed. In practice,

we choose average values for Ei so that the steps are not

added too late nor too soon (see Figure 10(e)).

Suppose that the algorithm is started with a certain guess

on the number of required footsteps. A way to avoid mak-

ing more steps than necessary consists of forcing the foot-

prints to remain at their initial position in a decreasing order

of priority, such that the first footprints in the structure are

the hardest to displace. At the end of the algorithm, the

footprints that remained at their initial position and orienta-

tion are useless and can be discarded.

Algorithm 1 Adaptive resolution of tasks T1 . . . Tk .

1: repeat

2: for i from 1 to k do
3: Calculate value of task i: V

ð0Þ
i

4: end for

5: Solve the prioritized differential systems (7) in _~q

6: Integrate: ~q  ~qþ a _~q
7: if all tasks solved then

8: quit

9: end if

10: for i from 1 to k do
11: Calculate value of task i: V

ð1Þ
i

12: Calculate value decrease DVi ¼ V
ð0Þ
i � V

ð1Þ
i

13: end for

14: if all DVi < Ei then
15: Add a footstep: ~q  ðDx;Dy;Dy; ~qÞ
16: Redo lines 2 to 13

17: if all DVi < Ei then
18: quit

19: end if

20: end if

21: until all tasks solved

5.2. Adapting the Start Foot

The number of footsteps required to solve the problem may

change depending on the choice of the first stepping foot.

Which foot to start stepping with is a question that can be

answered by calculating the solution for both choices, left

and right. If the tasks are solved for both cases, the alterna-

tive with fewer steps may be preferred. To avoid an arbi-

trary decision in case the number of steps is identical for

both choices, the start foot can be selected based on the

result of an extra posture task as in (14). Then, the choice

of the start foot that produces the smallest residual task

value jjqrobot � qrestjj is the one that is retained. More

sophisticated criteria may naturally be used instead of this

criterion which is intended as a default.

6. Limits and Extensions

6.1. Limits

The footstep planner that we present is based on a gradient

descent method. Therefore, when the gradient is canceled

and cannot be recovered by addition of extra footsteps, this

method fails to solve the problem. When this happens, the

Fig. 11. States of the virtual structure at different iterations of Algorithm 1. The structure starts with one step, the algorithm inserts an

extra step at the root of the chain when the inverse kinematics problem tends to become singular.

8 The International Journal of Robotics Research 00(000)
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virtual structure is trapped in a state that does not satisfy all

desired tasks. Technically, this local minimum can be

traced back to a priority stage i > 1 of the inverse kine-

matics solver, where the tasks desired at that stage have

become incompatible with the set of controls authorized

by the priority stage i� 1 even with an extra footstep. In

addition to the choice of tasks and their order of priority,

the initial configuration of the humanoid model has a large

influence on the success of this local planner, as do the fac-

tors l which scale the convergence rate in the differential

systems (2) and (4). As seen above, the computation time

for common scenarios is short enough to allow detection

of failures and switching to another strategy in a timely

way. These other strategies could, for instance, rely on

probabilistic algorithms.

6.2. Extensions

The principle of this method is to continuously optimize the

parameters defining the placement of the footprints accord-

ing to given tasks. It supposes that the locomotion mode is

known, for instance walking on a flat terrain as we chose

here. To build analogous footprint planners for other loco-

motion modes such as going up/down stairs, stepping over

an obstacle, running or jumping, it is necessary to redefine

the admissible regions where the footprint placements are

allowed to vary. For instance, to step over an obstacle, only

a region beyond the obstacle should be allowed for the step-

ping foot. To climb stairs, the admissible regions would be

bands on the surfaces of the stairs. The footprints from dif-

ferent locomotion modes can be connected to each other in

order to optimize all footprints simultaneously.

7. Conclusion

We have presented an inverse kinematics formulation of

the footsteps planning problem. The principle of the

approach is the continuous optimization of footprint place-

ments with respect to the kinematic goals. The virtual struc-

ture linking the humanoid robot model to the deformable

chain of footprints was the key to avoid designing ad hoc

stepping strategies for each type of kinematic goal, a point

that was best demonstrated through the task of picking an

object between the feet of the robot. With this approach, the

locomotion function and the manipulation function are both

accounted for in a single planning stage. In a sense, the non-

actuated degrees of freedom of the robot, i.e. the translation

and rotation of the robot in the workspace, are now virtually

actuated through the redundant kinematic chain of

footprints.

Our planner may not be suitable for tasks requiring a

long locomotion. For such tasks, one would prefer an algo-

rithm that plans a walk path to a remote goal position and

orientation (see Kuffner et al. (2003) and Yoshida et al.

(2008)) or an interactively guided walk such as proposed

by Chestnutt et al. (2009). In our method, we see a fine-

tuner that takes over the end of the locomotion and reshapes

the last few steps precisely according to the tasks. The per-

formance that we obtained for scenarios requiring a small

number of steps indicates that this method is affordable for

online planning.

In the future, we may take inspiration from works such

as Barraquand and Latombe (1991), Barraquand et al.

(1992), and Kuffner et al. (2001) to couple this local plan-

ner with ap robabilistic search algorithm and build a global

footsteps planner free of local minima. Further directions of

work include footsteps planning for time-dependent tasks.
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Appendix: Index to Multimedia Extensions

.The multimedia extension page is found at http://www.ijrr.org

Table of Multimedia Extensions

Extension Type Description

1 Video Scenario 1: reaching an object

2 Video Scenario 2: picking up an object on the floor
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